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On the Inverse of the Taylor Operator

Demetrios P. Kanoussis and Vassilis G. Papanicolaou

Abstract. We introduce a new expansion of a function inspired by the Taylor
series expansion and we examine which functions admit such expansion. Via this

expansion the solution of the difference equation y(x + 1) − y(x) = g(x) can be

written down explicitly. Some examples involving the Gamma function are given.

1. Introduction

Let f(x) be a complex-valued function whose domain contains the semi-infinite
interval (a,∞) of the real line, for some a ∈ R. Three very classical operators which
can apply to such functions f are the derivative operator D := d/dx, the shift operator

(1.1) (Tf)(x) := f(x+ 1)

and the difference operator ∆ := T − I (where I is the identity operator), so that

(1.2) (∆f)(x) = f(x+ 1)− f(x)

(thus, 1-periodic functions, i.e. functions of period 1 are in the kernel of ∆). Two
basic properties of ∆ are the product rule

(1.3) ∆(fg) = f∆g + g∆f + (∆f)(∆g)

and the binomial rule

(1.4) ∆k = (T − I)k =

k∑
j=0

(−1)k−j
(
k

j

)
T j ,

where, of course,

(T jf)(x) = f(x+ j).

Obviously, the operators ∆ and T commute. Also, ∆ and D (and T and D)
commute in the sense that, if f ′(x) exists for all x ∈ (a,∞), then

(1.5) ∆Df = D∆f.
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If f is analytic in (x− ρ, x+ ρ), with ρ > 1 (even ρ = 1 is sometimes sufficient),
then application of Taylor’s formula gives

(1.6) f(x+ 1) =

∞∑
k=0

(Dkf)(x)

k!
.

Symbolically, (1.6) can be written as

(1.7) T = eD or I + ∆ = eD

and eD could be called the Taylor operator. It is tempting to ”solve” the last equation
for D and get

(1.8) D = the logarithm of (I + ∆).

However, it is not clear what is the meaning of (1.8). For example, the logarithm is
not a single-valued function (actually, it is ∞-valued).

Recall that ln(1 + z), where, as usual, ln(·) denotes the principal branch of the
logarithm (i.e. −π < ={ln(·)} 6 π), can be expanded as

(1.9) ln(1 + z) =

∞∑
k=1

(−1)k−1

k
zk,

where (we will need this fact later) this expansion is valid, if and only if z ∈ U :=
{z ∈ C : |z| 6 1}. If z = −1, then both sides equal −∞, while, for z ∈ ∂U r{−1}, the
validity of (1.9) follows from a well-known theorem of Abel (see, e.g., [5], Th. 5.4.4).

The logarithmic expansion (1.9) suggests one precise way to interpret (1.8), leading
to the definition:

Definition 1. We say that a function f : (a,∞) → C, where a ∈ R belongs to
the class Ka if

(1.10) (Df)(x) = (Lf)(x) :=

∞∑
k=1

(−1)k−1

k
(∆kf)(x) for all x ∈ (a,∞).

We also set K−∞ :=
⋂
a∈RKa.

Let us mention that we do not claim that (1.10) is the only possible interpretation
of (1.8). However, if f (or, rather Df) can be expanded according to (1.10), then
the expansion itself might have computational and/or aesthetical value. In general,
functional expansions of mathematical analysis (from Taylor expansions to discrete or
continuous eigenfunction expansions, to Mittag-Leffler expansions, just to name a few)
often lead to interesting formulas with high applicability, since they provide another,
usually very different way of viewing the function in hand.

In the next section we examine the content of the class Ka. We do not give a
complete characterization of Ka, but we show that it is a considerably rich class of
functions. Then, in Section 3 we indicate how the expansion (1.10) helps to write
down the solution of the difference equation y(x+ 1)− y(x) = g(x). As an illustration
we rederive some expansions for the Gamma and Digamma functions.
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2. Understanding the Class Ka
For a fixed real a, it is clear that Ka is a vector space of functions defined on

(a,∞). Furthermore, it follows immediately from Definition 1 that

(2.1) a 6 b =⇒ Ka ⊂ Kb
Also,

(2.2) f(x) ∈ Ka ⇐⇒ fc(x) := f(x+ c) ∈ Ka−c.

Another obvious fact is that the constant functions are in K−∞, i.e. in Ka for every
a ∈ R. On the other hand, if f(x) is a nonconstant 1-periodic function, then (1.10) is
definitely not true, i.e. f 6∈ Ka, for all a.

Let

(2.3) φw(x) := ewx,

where w is a complex number. We can say that these functions are eigenfunctions of
the operators ∆ and D (and T ). For example,

(2.4) ∆φw = (ew − 1)φw, hence ∆kφw = (ew − 1)kφw, k = 0, 1, 2, ... .

Proposition 1. For any a ∈ R the function φw(x) = ewx is in Ka, if and only if

(2.5) |ew − 1| 6 1, with − π/2 6 ={w} 6 π/2.

Furthermore, condition (2.5) is equivalent to

(2.6) w ∈ Ω := {u+ iv ∈ C : u 6 ln(2 cos v), −π/2 6 v 6 π/2}.

In particular, eux is in Ka if and only if u 6 ln 2, while eivx is in Ka if and only if
−π/3 6 v 6 π/3.

Proof. Applying the operator L of (1.10) to φw yields

(2.7) (Lφw)(x) =

∞∑
k=1

(−1)k−1

k
(∆kφw)(x) = ewx

∞∑
k=1

(−1)k−1

k
(ew − 1)k.

The last series converges if and only if

(2.8) w ∈ Ω̃ := {w ∈ C : |ew − 1| 6 1}

(notice that ew−1 6= −1 for every w ∈ C, thus we do not need to make any exception).
It is an elementary exercise (see the Appendix) to show that

(2.9) Ω̃ =
⋃
n∈Z

(Ω + 2niπ),

where Ω is given by (2.6) and Ω + 2niπ denotes the shift of Ω by 2niπ.

To finish the proof we must determine for which w in Ω̃ (1.10) becomes equality.
In view of (2.7) equality (1.10) is valid (when f = φw, hence Df = Dφw = wewx) if
and only if

(2.10) w =

∞∑
k=1

(−1)k−1

k
(ew − 1)k.
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By invoking (1.9) we see that (2.10) is equivalent to

(2.11) w = ln(ew),

where ln(·) is the principal branch of the logarithm. Hence, (2.11), (2.10) and conse-

quently (1.10) are true, if and only if −π < ={w} 6 π. Since we also have w ∈ Ω̃, the
proof is completed. �

A direct consequence of the above proposition is that linear combinations of ex-
ponentials ewx, with w ∈ Ω, belong to K−∞. For example,

sin(vx), cos(vx) are in K−∞ for v ∈ [−π/3, π/3].

In general, functions f which can be expressed in the form

f(x) =

∫
Ω

H(u, v)ewxdudv (w = u+ iv),

have good chances to be in Ka, even if H(u, v) is a distribution. In fact, we believe
that all elements of Ka admit such a representation. In this spirit we present the
following partial result.

Proposition 2. Let H(u, v) be a Borel measurable complex-valued function
defined on Ω and µ a Borel measure on Ω, where Ω is the subset of C defined in (2.6).
If

(2.12)

∫
Ω

[− ln (1− |ew − 1|) ∨ |H(u, v)|(1 + |w|)] euxdµ <∞ for x > a

(where s ∨ t := max{s, t}), then the function

(2.13) f(x) =

∫
Ω

H(u, v)ewxdµ, x > a,

belongs to the class Ka.

Proof. Condition (2.12) implies that the integrals∫
Ω

H(u, v)ewxdµ and

∫
Ω

H(u, v)wewxdµ

converge absolutely for x > a. Hence, f(x) of (2.12) is a well-defined function on
(a,∞) and

(2.14) f ′(x) =

∫
Ω

H(u, v)wewxdµ, x > a,

Now, by (1.10)

(Lf)(x) =

∞∑
k=1

(−1)k−1

k

∫
Ω

H(u, v)(ew − 1)kewxdµ.

Due to (2.12) we can apply the Fubini Theorem in the right-hand side above in order
to interchange sum and integral. The result is (recalling (1.9))

(Lf)(x) =

∫
Ω

H(u, v)

∞∑
k=1

(−1)k−1

k
(ew − 1)kewxdµ =

∫
Ω

H(u, v)wewxdµ.

Thus, by (2.14) f ′(x) = (Lf)(x) for x > a. �
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By taking µ to be supported on a piecewise smooth curve α of the complex plane
C lying entirely in Ω, the line (or contour) integral

(2.15) f(x) =

∫
α

H(w)ewxdw,

becomes a special case of the integral in (2.13). Notice that the function H(w) need
not be analytic. For example, if α = (−∞, 0], then (2.15) takes the form of a Laplace
transform, i.e.

f(x) =

∫ ∞
0

H(t)e−txdt.

Proposition 3. All polynomials are in K−∞.

Proof. One can use induction on n to show that the monomial xn is in K−∞ for
all n ∈ N. Here we prefer to give an alternative proof.

For a fixed positive integer n, let Pn be the (n + 1)-dimensional vector space
of polynomials over C of degree 6 n. Notice that the operators ∆ and D leave Pn
invariant. Let us denote by ∆n and Dn the restrictions of ∆ and D on Pn. Since
polynomials have Taylor expansions (after all they are analytic everywhere), formula
(1.7) is valid for polynomials, therefore

(2.16) I + ∆n = eDn .

A key issue in our argument is that ∆n and Dn are nilpotent. Recall that an operator
A is nilpotent if there is an integer k > 1 such that Ak = O. The smallest such k
is called the nilpotency index of A. It is clear that both ∆n and Dn have nilpotency
index n + 1. Since the spectrum of a nilpotent operator consists only of 0, it follows
that ln(I + ∆n) is well-defined and, actually,

(2.17) ln(I + ∆n) =

∞∑
k=1

(−1)k−1

k
∆k
n =

n∑
k=1

(−1)k−1

k
∆k
n.

Also, the functional calculus of operators yields

(2.18) eln(I+∆n) = I + ∆n.

Thus, by combining (2.16) and (2.18) we obtain that

(2.19) eln(I+∆n) = eDn .

Finally, since by (2.17) ln(I + ∆n) is nilpotent, Corollary A1 of the Appendix applied
to (2.19) implies that Dn = ln(I + ∆n), which means that polynomials in Pn satisfy
(1.10). Since n is arbitrary, the proof is completed. �

Proposition 4. Let a < 0 and suppose that f(x) have the form (2.13), namely

f(x) =

∫
Ω

H(u, v)ewxdµ, x > a,

where H(u, v) satisfies condition (2.12). Then, for n ∈ N, any n-th antiderivative F (x)
of f(x) (i.e. (DnF )(x) = f(x)) is in the class Ka.

Proof. By Proposition 3 it is enough to show that one n-th antiderivative of f(x)
is in Ka, since any two n-th antiderivatives differ by a polynomial of degree 6 n− 1.
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Since a < 0, (2.12) is valid for x = 0, i.e.

(2.20)

∫
Ω

[− ln (1− |ew − 1|) ∨ |H(u, v)|(1 + |w|)] dµ <∞.

For n = 1, 2, ..., the n-th Taylor polynomial of ex about x = 0 is

en(x) :=

n−1∑
k=0

xk

k!
.

Notice that (for completeness we have set e0(x) ≡ 0)

(2.21) e′n(x) = en−1(x) for n = 1, 2, ... .

Now, the quantity
ewx − en(wx)

wn

is an entire function of w; in particular, it is continuous at w = 0. Thus, under (2.12)
and (2.20) the function

(2.22) F (x) :=

∫
Ω

H(u, v)
ewx − en(wx)

wn
dµ,

is well-defined and, furthermore,

(DnF )(x) = f(x).

We need to show that F (x) belongs to the class Ka. If we apply the operator L of
(1.10) to F , we obtain

(LF )(x) =

∞∑
k=1

(−1)k−1

k

∫
Ω

H(u, v)∆k

[
ewx − en(wx)

wn

]
dµ,

Due to (2.12) and (2.20) we can apply the Fubini Theorem in the right-hand side
above in order to interchange sum and integral and get
(2.23)

(LF )(x) =

∫
Ω

H(u, v)

∞∑
k=1

(−1)k−1

k
∆k

[
ewx − en(wx)

wn

]
dµ =

∫
Ω

H(u, v)L

[
ewx − en(wx)

wn

]
dµ.

However, by Propositions 1 and 3 we know that ewx and en(wx) are in Ka. This
means that (recall (2.21))

L[ewx] =
d

dx
[ewx] and L[en(wx)] =

d

dx
[en(wx)].

Substituting in (2.23) yields

(2.24) (LF )(x) =

∫
Ω

H(u, v)
d

dx

[
ewx − en(wx)

wn

]
dµ.

Since (recalling (2.21))

d

dx

[
ewx − en(wx)

wn

]
=
ewx − en−1(wx)

wn−1
,
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it follows that the derivative can be taken out of the integral in the right-hand side of
(2.24). Therefore, (LF )(x) = (DF )(x). �

As an application let us take f(x) = x−β , with <{β} > 0. Since

x−β =
1

Γ(β)

∫ ∞
0

tβ−1e−xtdt,

Proposition 2 implies that f(x) is in K0 (notice that f is not in Ka, when a < 0).
Thus, if ε > 0, then, by (2.2) we have that fε(x) = f(x+ ε) is in K−ε and

(x+ ε)−β =
1

Γ(β)

∫ ∞
0

tβ−1e−εte−xtdt

Hence, Proposition 4 applied to fε(x) implies that all its antiderivatives are in K−ε.
It follows that the functions (x + ε)β are in K−ε for all β ∈ C and, also, the same is
true for ln(x+ ε) and its antiderivatives. Finally, again by (2.2), we can conclude that

(2.25) xβ , β ∈ C, and also lnx and its antiderivatives are in K0.

3. The Difference Equation ∆y = g

The difference equation

(3.1) (∆y)(x) = y(x+ 1)− y(x) = g(x), g(x) given,

was first studied by Krull, in his pioneer work [7] and subsequently by other researchers
(see, e.g., [8], [3], [9], and [6]).

One naive idea for solving (3.1) is to try to express g as g(x) = (∆g?)(x), so that
(3.1) becomes

(3.2) (∆y)(x) = (∆g?)(x),

and then ”cancel” the ∆’s to obtain

(3.3) y(x) = g?(x) + p(x),

where p(x) is an arbitrary 1-periodic function. It is remarkable that formula (1.10)
helps to implement this idea. First we choose an antiderivative G(x) of g(x). Suppose
G ∈ Ka, for some a. Then, by (1.10)

g(x) = (DG)(x) = ∆

[ ∞∑
k=1

(−1)k−1

k
(∆k−1G)(x)

]
,

and, hence, we have an explicit expression for g?(x), namely

(3.4) g?(x) =

∞∑
k=1

(−1)k−1

k
(∆k−1G)(x), x > a.
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3.1. Example. The Gamma Function. The Gamma function satisfies various
functional equations, but the most well-known is, probably, the equation

Γ(x+ 1) = xΓ(x).

If we take logarithms of both sides, then the above equation becomes

(3.5) ln Γ(x+ 1)− ln Γ(x) = lnx,

hence, ln Γ(x) satisfies the difference equation

(3.6) (∆y)(x) = lnx.

In view of (2.25), the antiderivative G(x) = (x lnx − x) of lnx is in K0. Thus, by
setting G(x) = x lnx− x in (3.4) we get that (recall (3.3))

(3.7) ln Γ(x) = p(x) + (x lnx− x)− 1

2
∆[x lnx− x] +

∞∑
k=2

(−1)k

k + 1
∆k[x lnx− x],

where p(x) is some 1-periodic function. Notice that

(3.8) ∆[x lnx−x] = ∆[x lnx]−1 = (x+1) ln(x+1)−x lnx−1 = lnx+o(1), x→∞

and, also, that

(3.9) ∆k[x lnx− x] = ∆k[x lnx] for k > 2.

Claim. As x→∞

(3.10)

∞∑
k=2

(−1)k

k + 1
∆k[x lnx] = o(1).

Proof. For x > 0 we have

lnx =

∫ x

1

dξ

ξ
=

∫ x

1

∫ ∞
0

e−ξtdtdξ =

∫ ∞
0

∫ x

1

e−ξtdξdt =

∫ ∞
0

e−t − e−xt

t
dt.

Thus,
(3.11)

x lnx− x+ 1 =

∫ x

1

∫ ∞
0

e−t − e−ξt

t
dtdξ =

∫ ∞
0

∫ x

1

e−xt + xte−t − (1 + t)e−t

t2
dt,

where the interchange of the integrals is justified by Tonelli’s Theorem (considering
separately the cases x < 1 and x > 1). From the above it follows that
(3.12)

∆k[x lnx] =

∫ ∞
0

∆k

[
e−xt + xte−t − (1 + t)e−t

t2

]
dt = (−1)k

∫ ∞
0

(1− e−t)k

t2
e−xtdt

for k = 2, 3, ..., and hence

(3.13)

∞∑
k=2

(−1)k

k + 1
∆k[x lnx] =

∞∑
k=2

1

k + 1

∫ ∞
0

(1− e−t)k

t2
e−xtdt.
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Tonelli’s Theorem, again, allows us to pass the sum inside the integral, in the the
right-hand side of (3.13). After that we can compute the series in closed form since
(e.g., by (1.9)),

∞∑
k=2

zk

k + 1
= − ln(1− z)

z
− 1− z

2
, |z| 6 1.

Therefore, (3.13) becomes

(3.14)

∞∑
k=2

(−1)k

k + 1
∆k[x lnx] =

∫ ∞
0

1

t2

(
t

1− e−t
+
e−t − 3

2

)
e−xtdt,

where the integrand in the right-hand side is regular at t = 0. Thus, (3.10) follows
from the above equation by dominated convergence. �

By using (3.8) and (3.10) in (3.7) we obtain

ln Γ(x) = p(x) + x lnx− x− lnx

2
+ o(1) as x→∞.

On the other hand, by Stirling’s formula (see, e.g., [1] or [5])

ln Γ(x) =
1

2
ln(2π) + x lnx− x− lnx

2
+ o(1) as x→∞.

Therefore, p(x) ≡ (1/2) ln(2π) and, in view of (3.8), (3.7) becomes

(3.15) ln Γ(x) =
ln(2π)

2
+ x lnx− x+

1

2
+

∞∑
k=1

(−1)k

k + 1
∆k[x lnx]

(a side remark here is that by using (3.14) in (3.15) we obtain an integral representation
of ln Γ(x); this representation is not new). Now, the binomial rule (1.4) gives

(3.16) ∆k[x lnx] =

k∑
j=0

(−1)k−j
(
k

j

)
T j [x lnx] =

k∑
j=0

(−1)k−j
(
k

j

)
(x+ j) ln(x+ j).

Finally, by using (3.16) in (3.15) we get that, for x > 0,

(3.17) ln Γ(x) =
1 + ln(2π)

2
− x+

∞∑
k=0

1

k + 1

k∑
j=0

(−1)j
(
k

j

)
(x+ j) ln(x+ j).

This formula is essentially not new, as we will explain in a comment below. Exponen-
tiating both sides of (3.17) we obtain the equivalent formula,

(3.18) Γ(x) =
√

2eπ e−x
∞∏
k=0

 k∏
j=0

(x+ j)(x+j)(k
j)(−1)j

 1
k+1

,

i.e.

Γ(x) =
√

2eπ e−xxx
[

xx

(x+ 1)x+1

]1/2 [
xx(x+ 2)x+2

(x+ 1)2(x+1)

]1/3 [
xx(x+ 2)3(x+2)

(x+ 1)3(x+1)(x+ 3)x+3

]1/4

· · · .
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For instance, if we set x = 1 in (3.18) and square both sides we get

(3.19)
2π

e
=

∞∏
k=0

 k∏
j=0

(j + 1)(j+1)(k
j)(−1)j−1

 2
k+1

,

i.e.

π =
e

2
·
(

22

1

)2/2

·
(

24

1 · 33

)2/3

·
(

26 · 44

1 · 39

)2/4

·
(

28 · 416

318 · 55

)2/5

·
(

210 · 44066

330 · 525

)2/6

· · · .

As far as we know, this formula was first obtained by J. Guillera and J. Sondow [4].
Substituting in (3.18) other values of x (such as 1/2 and 3/2) for which the value of
Γ(x) is known, yields similar ”strange” expressions.

3.2. Some Remarks on the Digamma Function. Recall that the Digamma
(or Psi) function is defined as

(3.20) ψ(x) :=
d

dx
{ln Γ(x)} =

Γ′(x)

Γ(x)
.

Thus, (3.5) implies that ψ(x) satisfies the difference equation

(3.21) (∆u)(x) =
1

x
.

We can obtain a formula for ψ(x), by using again (3.3) and (3.4) in order to write
down the solution of (3.21). In fact, it is a straightforward imitation of what we did
above to obtain (3.15) as a solution of (3.6). The calculations are a bit simpler and
eventually lead to

(3.22) ψ(x) =

∞∑
k=0

1

k + 1

k∑
j=0

(−1)j
(
k

j

)
ln(x+ j), x > 0.

This formula had been first derived in 2006 by J. Guillera and J. Sondow [4] with the
help of the Lerch Transcendent. Exponentiating both sides of (3.22) we obtain the
equivalent formula,

(3.23) eψ(x) =

∞∏
k=0

 k∏
j=0

(x+ j)(
k
j)(−1)j

 1
k+1

.

For example, if we set x = 1 in (3.22) and recall that ψ(1) = −γ (see, e.g., [2]), where
γ is Euler’s constant, then we obtain an expression for eγ which was first discovered
by J. Ser [10] in 1926 and later was rediscovered by J. Sondow.

Comment. By (3.12) the (simple) series
∑∞
k=0 in (3.17) (see also (3.15)) con-

verges absolutely and uniformly in x on [δ,∞), for any δ > 0 (however, if we switch the

order of the two summations
∑∞
k=0 and

∑k
j=0, the resulting double series is divergent;

the same is true for the series
∑∞
k=0 in (3.22)). It follows that one can obtain (3.17)

by integrating (3.22), pass the integral inside the series, and use (3.19) to determine
the constant of integration.
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4. Appendix

Proof of (2.9). The boundary of the set Ω̃ defined in (2.8) is

∂Ω̃ = {w ∈ C : ew − 1 = eiθ, −π < θ 6 π}.

Consequently, ∂Ω̃ can be described via the (implicit) parametric equations

(4.1) eu cos v = 1 + cos θ, eu sin v = sin θ, −π < θ 6 π

(θ is the parameter). Dividing the second equation above by the first and observing
that the first equation forces cos v > 0 one gets

v = θ/2 + 2nπ, n ∈ Z.

Using this in, say, the second parametric equation of (4.1) yields

u = ln(2 cos v), v ∈ (2nπ − π/2 < v 6 2nπ + π/2), n ∈ Z,

which is the Cartesian description of ∂Ω̃. From that (2.9) follows �

Next, a property of nilpotent operators on finite-dimensional spaces.

Lemma A1. Let V be a finite-dimensional vector space over a field F of scalars
with dimV < ∞ and A, B two (linear) nilpotent operators on V . If there exists a
polynomial p(x) ∈ F[x], with p(0) 6= 0 such that

(4.2) Ap(A) = B p(B),

then A = B.

Proof. Let us assume, without loss of generality, that p(0) = 1. Observe that p(A)
(and hence P (B)) is invertible, since p(A) = I +A1, where A1 is nilpotent.

For any integer k > 1 (4.2) implies that

Akp(A)k = Bkp(B)k.

Thus, due to the invertibility of p(A) and P (B) we must have that A and B have the
same nilpotency index, say n > 1.

If n = 1, then A = B = O. Suppose n > 2. Then, from (4.2) we get

(4.3) An−1p(A)n−1 = Bn−1p(B)n−1.

Since An = Bn = O and p(x)n−1 = 1 + (n− 1)c1x+ (higher powers of x), where c1 is
the coefficient of x in p(x), (4.3) implies that

(4.4) An−1 = Bn−1.

If n = 2 we are done. Assuming n > 3 and using (4.2) again we get

An−2p(A)n−2 = Bn−2p(B)n−2

and hence, by (4.4) and the fact that p(x)n−2 = 1 + (n− 2)c1x+ (higher powers of x)
we obtain

An−2 = Bn−2.

If n > 4 we use (4.2) again to get An−3 = Bn−3. Hence, whenever we have An−k =
Bn−k, for some k 6 n − 2, by using the above procedure we also have An−(k+1) =
Bn−(k+1). Therefore A = B. �
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Corollary A1. Let V be a vector space over C (or R) with dimV < ∞. If A
and B are two nilpotent operators on V such that

(4.5) eA = eB ,

then A = B.

Proof. Let n := max{nA, nB}, where nA and nB are the nilpotency indices of A
and B respectively. Then (4.6) can be written as

(4.6) I +

n∑
k=1

Ak

k!
= I +

n∑
k=1

Bk

k!
.

In other words we have
Ap(A) = B p(B),

where p(x) :=
∑n
k=1 x

k−1/k!. �

References

[1] L.V. Ahlfors, Complex Analysis, Third Edition, McGraw-Hill, New York, 1979.

[2] G. Boros and V.H. Moll, Irresistible Integrals: Symbolics, Analysis and Experiments in the Eval-
uation of Integrals, Cambridge University Press, Edinburgh, 2004.

[3] J. Dufresnoy, Ch. Pisot, Sur la relation fonctionnelle f(x + 1) − f(x) = Φ(x), Bull. Soc. Math.

Belgique, 15, 259–270 (1963).
[4] J. Guillera and J. Sondow, Double integrals and infinite products for some classical constants via

analytic continuations of Lerch’s transcendent, Ramanujan J., 16, 247–270 (2008); also available
at http://arxiv.org/abs/math/0506319.

[5] E. Hille, Analytic Function Theory, Vol. I, Chelsea Publishing Co., New York, 1976.

[6] D. Kanoussis and V. G. Papanicolaou, The R-Transform of a Real-Valued Function and some of
Its Applications, Journal of Applied Functional Analysis (to appear in 2013).

[7] W. Krull, Bemerkungen zur Differenzengleichung g(x+1)−g(x) = φ(x), Math. Nachr., 1, 365–376

(1948).
[8] M. Kuczma, O rownaniu funkcyjnym g(x + 1) − g(x) = φ(x), Zeszyty Naukowe Uniw. Jagiell.,

Mat.-Fiz.-Chem., 4, 27–38 (1958).

[9] M. Merkle and M. M. R. Merkle, Krull’s theory for the double gamma function, Appl. Math.
Comput., 218, 935–943 (2011).

[10] J. Ser, Sur une expression de la function ζ(s) de Riemann, (French), C. R. Acad. Sci. Paris Sér.

I Math., 182, 1075–1077 (1926).

Department of Mathematics,

National Technical University of Athens,
Zografu Campus, 157 80, Athens,

Greece

E-mail address: dkanoussis@teemail.gr

Department of Mathematics,
National Technical University of Athens,

Zografu Campus, 157 80, Athens,

Greece
E-mail address: papnico@math.ntua.gr

Received 05 01 2013, revised 12 07 2013


