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The integrals in Gradshteyn and Ryzhik
Part 28: The confluent hypergeometric function and

Whittaker functions

A. Dixit a and V. H. Mollb

Abstract. The table of Gradshteyn and Ryzhik contains many entries where
the integrand contains the confluent hypergeometric function 1F1(a; c; z) and a

closely associated function studied by Whittaker. A selection of these entries are
evaluated.

1. Introduction

The confluent hypergeometric function, denoted by 1F1(a; c; z), is defined by

(1.1) 1F1(a; c; z) =

∞∑
n=0

(a)nz
n

(c)nn!

with (a)n being the rising factorial

(a)n := a(a+ 1) · · · (a+ n− 1) =
Γ(a+ n)

Γ(a)
,

for a ∈ C. It arises when two of the regular singular points of the differential equation
for the Gauss hypergeometric function 2F1(a, b; c; z), given by

(1.2) z(1− z)y′′ + (c− (a+ b+ 1)z)y′ − aby = 0,

are allowed to merge into one singular point. More specifically, if we replace z by z/b
in 2F1(a, b; c; z), then the corresponding differential equation has singular points at 0,
b and ∞. Now let b → ∞ so as to have infinity as a confluence of two singularities.
This results in the function 1F1(a; c; z) so that

(1.3) 1F1(a; c; z) = lim
b→∞

2F1

(
a, b; c;

z

b

)
,
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50 A. DIXIT AND V. H. MOLL

and the corresponding differential equation

(1.4) zy′′ + (c− z)y′ − ay = 0,

known as the confluent hypergeometric equation. Following two transformation for-
mulas for 1F1, due to Kummer, are very useful:

1F1(a; c; z) = ez1F1(c− a; c;−z) (b 6= 0,−1,−2, · · · ),

1F1(a; 2a; 2z) = ez0F1

(
−; a+

1

2
;
z2

4

)
(2a is not an odd integer < 0).(1.5)

The confluent hypergeometric function has many different notations other than

1F1(a; c; z), for example, Φ(a; c; z) [2, p. 1023] or M(a; c; z) [4]. Closely associated to

1F1(a; c; z) are the Whittaker functions Mk,µ(z) and Wk,µ(z) defined by [2, p. 1024]

Mk,µ(z) = zµ+ 1
2 e−z/21F1

(
µ− k +

1

2
; 2µ+ 1; z

)
,(1.6)

Wk,µ(z) =
Γ(−2µ)

Γ( 1
2 − µ− k)

Mk,µ(z) +
Γ(2µ)

Γ( 1
2 + µ− k)

Mk,−µ(z).(1.7)

In this paper, the formulas in Sections 7.612 and 7.621 of [2] are established.
These involve the confluent hypergeometric function and the Whittaker functions.
The remaining entries involving these functions will be considered in the future.

The asymptotic formulas for these functions have been well-studied in the lit-
erature. Some are collected here for the benefit of the reader. The first one is an
asymptotic expansion for 1F1

(1.8) 1F1(a; c; z) ∼ Γ(c)ezza−c

Γ(a)

∞∑
n=0

(c− a)n(1− a)n
n!

z−n as z →∞,

for |arg(z)| < π
2 . This appears in [4, p. 174, equation (7.9)]. The more general

asymptotic expansion

1F1(a; c; z) ∼ ezza−c
Γ(c)

Γ(a)

∞∑
n=0

(c− a)n(1− a)n
n!

z−n(1.9)

+
Γ(c) e±iπa

Γ(c− a)
z−a

∞∑
n=0

(a)n(1 + a− c)n
n!

(−z)−n,

where the upper sign is taken of − 1
2π < arg z < 3

2π and the lower sign in the case

− 3
2π < arg z < 1

2π. The first part dominates the second when Re (z) > 0 correspond-
ing with (1.8). The second part is dominant for Re (z) < 0. This appears in [4, p.
189, Exercise (7.7)].

The Ψ-function is defined in [2, p. 1023] by

(1.10) Ψ(a; c; z) =
Γ(1− c)

Γ(a− c+ 1)
1F1(a; c; z) +

Γ(c− 1)

Γ(a)
z1−c

1F1(a− c+ 1; 2− c; z)
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and its asymptotic behavior is given by

(1.11) Ψ(a; c; z) ∼ z−a
∞∑
n=0

(a)n(a− c+ 1)n
n!

(−z)−n, as z →∞ for |arg z| < 3
2π,

(see [4, p. 175, formula (7.13)]).
The first formula established here is Entry 7.612.1. This is a standard result for

the Mellin transform of 1F1(a; c;−t) [1, p. 192]. A proof is presented here to make
the results self-contained. The argument begins with an example in [2].

Entry 7.612.1 states that for 0 < Re (b) < Re (a),

(1.12)

∫ ∞
0

tb−1
1F1(a; c;−t) dt =

Γ(b)Γ(c)Γ(a− b)
Γ(a)Γ(c− b)

.

Proof. We need Re (b) > 0 for the convergence of the integral near t = 0. Since
the argument of 1F1(a; c;−t) is in the left half-plane, the second expression in the
asymptotic expansion in (1.9) becomes dominant. Hence we require Re (b) < Re (a)
for the convergence of the integral near ∞.

Apply Kummer’s first transformation in (1.5) on the left-hand side of (1.12) so
that ∫ ∞

0

tb−1
1F1(a; c;−t) dt =

∫ ∞
0

tb−1e−t1F1(c− a; c; t) dt

=

∫ ∞
0

tb−1e−t
∞∑
n=0

(c− a)nt
n

(c)nn!
dt

=

∞∑
n=0

(c− a)n
(c)nn!

∫ ∞
0

tb+n−1e−t dt

=

∞∑
n=0

(c− a)nΓ(b+ n)

(c)nn!

= Γ(b) 2F1(c− a, b; c; 1)

=
Γ(b)Γ(c)Γ(a− b)

Γ(a)Γ(c− b)
,

where the last equality follows from Gauss’ formula for evaluating 2F1 at 1 [1, p. 66,
Theorem 2.2.2].

The next evaluation is Entry 7.612.2. It states that, for 0 < Re (b) < Re (a) and
Re (c) < Re (b+ 1),

(1.13)

∫ ∞
0

tb−1Ψ(a; c; t) dt =
Γ(b)Γ(a− b)Γ(b− c+ 1)

Γ(a)Γ(a− c+ 1)
,

where the function Ψ(a; c; t) is defined in (1.10).

Proof. Use (1.10) in the integrand and write the given integral as the sum of two
integrals. The condition Re (b) > 0 is required for the convergence of the first integral
near t = 0 where as the the second integral requires Re (b− c+ 1) > 0. The behavior
of the integral in (1.13) near∞ requires Re (b− a) < 0 as can be seen by using (1.11).
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The following integral representation for Ψ(a; c; z), valid for Re (a) > 0 and
Re (z) > 0, is used in the argument:

(1.14) Ψ(a; c; z) =
1

Γ(a)

∫ ∞
0

e−ztta−1(1 + t)c−a−1 dt.

This is Entry 9.211.4 in [2, p. 1023]. A proof appears in [4, p. 174-175].

Using (1.14) on the left-hand side of (1.13), it follows that

(1.15)

∫ ∞
0

tb−1Ψ(a; c; t) dt =
1

Γ(a)

∫ ∞
0

tb−1 dt

∫ ∞
0

e−txxa−1(1 + x)c−a−1 dx.

Interchanging the order of integration, one obtains∫ ∞
0

tb−1Ψ(a; c; t) dt =
1

Γ(a)

∫ ∞
0

xa−1(1 + x)c−a−1 dx

∫ ∞
0

e−txtb−1 dt

=
Γ(b)

Γ(a)

∫ ∞
0

xa−b−1(1 + x)c−a−1 dx

=
Γ(b)B(a− b, b− c+ 1)

Γ(a)

=
Γ(b)Γ(a− b)Γ(b− c+ 1)

Γ(a)Γ(a− c+ 1)
,

where the last two steps follow from the classical representation for Euler’s beta func-
tion B(x, y):

(1.16) B(a, b) =

∫ ∞
0

xa−1

(1 + x)a+b
dx for Re (a) > 0, Re (b) > 0

and its expression in terms of the gamma function

(1.17) B(a, b) =
Γ(a)Γ(b)

Γ(a+ b)
.

This completes the proof.

2. A sample of formulas

This section collects a selection of formulas from [2] involving the confluent hy-
pergeometric function. The first example is 7.621.4.

Example 2.1. Entry 7.621.4 states
(2.1)∫ ∞

0

e−sttb−1
1F1(a; c; kt) dt =


Γ(b)s−b2F1

(
a b
c

∣∣∣∣ks) if |s| > |k|

Γ(b)(s− k)−b2F1

(
c−a b

c

∣∣∣∣ k
k−s

)
if |s− k| > |k|,

where Re (b) > 0 and Re (s) > max{0,Re (k)}.
Proof. Assume first Re (k) > 0. Using (1.8), it follows that, as t→∞, the integrand
behaves like e(k−s)t, and in order to ensure convergence, the condition Re (k − s) < 0
is needed. This explains the condition Re (s) > Re (k). As t → 0, the integrand
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behaves like tb−1. The condition Re (b) > 0 is required for the convergence of the
integral.

The discussion above guarantees the validity of interchange of summation and
integration in the next steps:

∫ ∞
0

e−sttb−1
1F1(a; c; kt) dt =

∞∑
n=0

(a)nk
n

(c)nn!

∫ ∞
0

e−sttb+n−1 dt(2.2)

= Γ(b)

∞∑
n=0

(a)n
(c)n

kn

n!

Γ(b+ n)

Γ(b)

1

sb+n

=
Γ(b)

sb

∞∑
n=0

(b)n(a)n
(c)nn!

(
k

s

)n
=

Γ(b)

sb
2F1

(
a b

c

∣∣∣∣ks
)

provided |k/s| < 1; i.e., if |s| > |k|. This proves the first part.

In the case Re (k) < 0 and use Kummer’s relation

(2.3) 1F1(a; c;w) = ew1F1(c− a; c;−w)

(see [1, p. 191, equation (4.1.11)]). Therefore, as t → ∞, the integrand behaves like
e−s and convergence requires the condition Re (s) > 0. Then∫ ∞

0

e−sttb−1
1F1(a; c; kt) dt =

∫ ∞
0

e−(s−k)ttb−1
1F1(c− a; c;−kt) dt(2.4)

= Γ(b)

∞∑
n=0

(c− a)n
(c)n

Γ(b+ n)

Γ(b)

(−k)n

(s− k)b+n n!

=
Γ(b)

(s− k)b
2F1

(
c− a b

c

∣∣∣∣ k

k − s

)
.

Now apply Pfaff’s transformation ([1, p.68, equation (2.2.6)])

(2.5) 2F1

(
a b

c

∣∣∣∣z) = (1− z)−b2F1

(
c− a b

c

∣∣∣∣ z

z − 1

)
to the hypergeometric series above to obtain the result. This establishes the first
formula when Re (k) < 0. The second formula, for the range |s−k| > |k|, is established
along similar lines.

A direct application of the more general asymptotic expansion (1.9) then reduces
the case Re k = 0 to the previous two cases (according to the sign of Im k).

Example 2.2. Entry 7.621.5 states that

(2.6)

∫ ∞
0

tc−1
1F1(a; c; t)e−st dt = Γ(c)s−c(1− s−1)−a

for Re (c) > 0 and Re (s) > 1.
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Proof. This is actually the special case k = 1 and b = c in the first part of 7.621.4.
The condition |s| > 1 implies Re (s) > 1. Then∫ ∞

0

tc−1
1F1(a; c; t)e−st dt = Γ(c)s−c2F1

(
a c

c

∣∣∣∣1s
)

= Γ(c)s−c(1− 1/s)−a

using

2F1

(
a c

c

∣∣∣∣u) =

∞∑
n=0

(a)n(c)n
(c)nn!

un

= (1− u)−a

by the binomial theorem for |u| < 1.

Example 2.3. Entry 7.621.6 states that, for Re (c) < Re (b) + 1,

(2.7)

∫ ∞
0

tb−1Ψ(a; c; t)e−st dt

=
Γ(b)Γ(b− c+ 1)

Γ(a+ b− c+ 1)


2F1

(
b b−c+1
a+b−c+1

∣∣∣∣1− s) Re (b) > 0, |1− s| < 1,

s−b2F1

(
a b

a+b−c+1

∣∣∣∣1− 1
s

)
Re (s) > 1

2 .

Proof. The integral in question is now evaluation in two cases, according to the
conditions given in (2.3). The assumptions on the parameters will appear as conditions
in the proof.

(i) First part. Using the expression for Ψ(a; c; t) in (1.10) gives

(2.8)∫ ∞
0

tb−1Ψ(a; c; t)e−st dt =
Γ(1− c)

Γ(a− c+ 1)

∫ ∞
0

tb−1
1F1(a; c; t)e−st dt

+
Γ(c− 1)

Γ(a)

∫ ∞
0

t(b−c+1)−1
1F1(a− c+ 1; 2− c; t)e−st dt

The first integral requires Re (b) > 0 for convergence near t = 0 and the second integral
requires Re (c) < Re (b) + 1 in order to apply the first formula in 7.621.4, with k = 1.
This also requires the condition |s| > 1. However, the behavior of the integrand on
the left-hand side at infinity renders the integral convergent when Re (s) > 0, and as
will be seen below, the result holds for |1− s| < 1 by analytic continuation.

A direct application of 7.621.4 gives the value

(2.9)

∫ ∞
0

tb−1Ψ(a; c; t)e−st dt =
Γ(1− c)Γ(b)s−b

Γ(a− c+ 1)
2F1

(
a b

c

∣∣∣∣1s
)

+
Γ(c− 1)Γ(b− c+ 1)

Γ(a)
sc−b−1

2F1

(
a− c+ 1 b− c+ 1

2− c

∣∣∣∣1s
)
.
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The answer is simplified using the identity (see [4, p.113, (5.12)]

2F1

(
a b

c

∣∣∣∣z) =
Γ(c)Γ(b− a)

Γ(b)Γ(c− a)
(1− z)−a2F1

(
a c− b
a− b+ 1

∣∣∣∣ 1

1− z

)
(2.10)

+
Γ(c)Γ(a− b)
Γ(a)Γ(c− b)

(1− z)−b2F1

(
b c− a
b− a+ 1

∣∣∣∣ 1

1− z

)
to produce

(2.11)

∫ ∞
0

tb−1Ψ(a; c; t)e−st dt =
Γ(b)Γ(b− c+ 1)

Γ(a+ b− c+ 1)
2F1

(
b b− c+ 1

a+ b− c+ 1

∣∣∣∣1− s) ,
as claimed. Note that the presence of the hypergeometric function on the left of (2.10)
requires |z| < 1; that is, |1− s| < 1 in this example. The above identity also requires
|arg(1− z)| < π; that is |arg(s)| < π, which is satisfied when |1− s| < 1.

(ii) Second part. The formula (1.10) gives

(2.12)∫ ∞
0

tb−1Ψ(a; c; t)e−st dt =
Γ(1− c)

Γ(a− c+ 1)

∫ ∞
0

tb−1
1F1(a; c; t)e−st dt

+
Γ(c− 1)

Γ(a)

∫ ∞
0

t(b−c+1)−1
1F1(a− c+ 1; 2− c; t)e−st dt,

and then the second part of 7.621.4 gives

(2.13)∫ ∞
0

tb−1Ψ(a; c; t)e−st dt =
Γ(1− c)Γ(b)

Γ(a− c+ 1)(s− 1)b
2F1

(
c− a b

c

∣∣∣∣ 1

1− s

)
Γ(c− 1)Γ(b− c+ 1)

Γ(a)(s− 1)b−c+1 2F1

(
1− a b− c+ 1

2− c

∣∣∣∣ 1

1− s

)
,

which is valid for |1− s| > 1. To reduce this expression to the form stated in (2.7) one
uses the identity

(2.14)

2F1

(
a b

c

∣∣∣∣z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)

z−a2F1

(
a a− c+ 1

a+ b− c+ 1

∣∣∣∣1− 1

z

)
+

Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)

(1− z)c−a−bza−c2F1

(
c− a 1− a
c− a− b+ 1

∣∣∣∣1− 1

z

)
valid for |arg(1 − z)| < π and |arg z| < π. This appears in [4, p. 113, (5.13)]. Now
take z = 1− 1/s and replace c by a+ b− c+ 1 to obtain

(2.15) 2F1

(
a b

a+ b− c+ 1

∣∣∣∣1− 1

s

)
=

Γ(a+ b− c+ 1)Γ(1− c)
Γ(b− c+ 1)Γ(a− c+ 1)

(
1− 1

s

)−a
2F1

(
a c− b

c

∣∣∣∣ 1

1− s

)
+

+
Γ(a+ b− c+ 1)Γ(c− 1)

Γ(a)Γ(b)

(
1− 1

s

)c−b−1

s1−c
2F1

(
b− c+ 1 1− a

2− c

∣∣∣∣ 1

1− s

)
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for |s| > |s− 1|, |arg (1/s) | < π and |arg(1− 1/s)| < π. Euler’s relation

(2.16) 2F1

(
a b

c

∣∣∣∣z) = (1− z)c−a−b2F1

(
c− a c− b

c

∣∣∣∣z)
on the first hypergeometric function on the right of (2.15) produces

(2.17) 2F1

(
a c− b

c

∣∣∣∣ 1

1− s

)
=

(
1− 1

1− s

)b−a
2F1

(
c− a b

c

∣∣∣∣ 1

1− s

)
.

Now use (2.15) and (2.17) to produce the desired result. It is easy to check that the
conditions |s| > |1 − s| > 1, and the principle of analytic continuation coupled with
the fact that the integral on the left-hand side converges for Re s > 0 implies that the
result is true for Re s > 1/2. Also, the conditions |arg (1/s) | < π and |arg(1−1/s)| < π
are satisfied for these values of s.

Example 2.4. Entry 7.621.1 states that∫ ∞
0

e−sttαMµ,ν(t) dt =
Γ(α+ ν + 3/2)

(s+ 1
2 )α+ν+

3
2

2F1

(
α+ ν + 3

2 ν − µ+ 1
2

2ν + 1

∣∣∣∣ 2

2s+ 1

)
.

for Re
(
α+ µ+ 3

2

)
> 0 and Re (s) > 1

2 .

Proof. Note that from (1.6)

(2.18) Mµ,ν(t) = tν+1/2e−t/21F1(ν − µ+ 1
2 ; 2ν + 1; t)

and this gives

(2.19)

∫ ∞
0

e−sttαMµ,ν(t) dt =

∫ ∞
0

e−(s+1/2)tt(α+ν+3/2)−1
1F1(ν−µ+ 1

2 ; 2ν+ 1; t) dt.

Now use the first part of 7.621.4 with s 7→ s + 1
2 , b 7→ α + ν + 3

2 and k = 1, a 7→
ν−µ+ 1

2 , c 7→ 2ν+1. This gives the required result. The asymptotics of 1F1 as t→∞,

shows that the integrand behaves like e(1/2−s)t. Therefore the condition Re (s) > 1
2 is

imposed for convergence.

Example 2.5. Entry 7.621.2 states that∫ ∞
0

e−sttµ−1/2Mλ,µ(qt) dt = qµ+1/2Γ(2µ+ 1)
(
s− q

2

)λ−µ−1/2 (
s+

q

2

)−λ−µ−1/2

,

for Re (µ) > − 1
2 and Re (s) > 1

2 |Re (q)|.
Proof. Assume first that q > 0. The change of variables w = qt gives

(2.20)

∫ ∞
0

e−(s+q/2)t(qt)µ+1/2tµ−1/2
1F1(µ− λ+ 1

2 ; 2µ+ 1; qt) dt =

1

qµ+1/2

∫ ∞
0

e−(s/q+1/2)ww(2µ+1)−1
1F1(µ− λ+ 1

2 ; 2µ+ 1;w) dw.

The evaluation of this last integral uses Entry 7.621.5 with c 7→ 2µ+ 1, a 7→ µ− λ+
1
2 , s 7→

s
q + 1

2 . This requires Re (c) > 1; that is, Re (µ) > − 1
2 and also Re (s) > 1 that

translates to Re (s) > q/2. This gives the stated result.
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This result is now extended to q ∈ C by analytic continuation. The proof uses
the asymptotic expansion (1.9) for z = qt, where − 1

2π < arg q < 3
2π. Note that when

Re q > 0, the first term in the asymptotic expansion is dominant and convergence of
the resulting integral requires the restriction Re s > Re (q/2). Since the right-hand
side is also analytic in the region Re s > 1

2 Re q > 0, analytic continuation established
the formula. Similar argument can be made for Re q 6 0. In the case Re q < 0, the
leading term in (1.9) is now the second one. The details are omitted.

Example 2.6. Entry 7.621.3 states that for Re
(
α± µ+ 3

2

)
> 0, Re (s) > − q2

and q > 0,

(2.21)∫ ∞
0

e−sttαWλ,µ(qt) dt =
Γ(α+ µ+ 3

2 )Γ(α− µ+ 3
2 )qµ+

1
2

Γ(α− λ+ 2)

(
s+

q

2

)−α−µ− 3
2

× 2F1

(
α+ µ+ 3

2 µ− λ+ 1
2

α− λ+ 2

∣∣∣∣2s− q2s+ q

)
.

Note that from (1.7) and (1.10),

(2.22) Wλ,µ(x) = xµ+
1
2 e−x/2Ψ(µ− λ+ 1

2 ; 2µ+ 1;x).

The function Ψ(a; c; t) is defined in (1.10).
The evaluation begins with the change of variables x = qt to produce∫ ∞

0

e−sttαWλ,µ(qt) dt =
1

qα+1

∫ ∞
0

e−sx/qxαWλ,µ(x) dx

=
1

qα+1

∫ ∞
0

e
−
(
s
q+

1
2

)
x
x(α+µ+

3
2 )−1Ψ(µ− λ+ 1

2 ; 2µ+ 1;x) dx

=
1

qα+1

Γ(α+ µ+ 3
2 )Γ(α− µ+ 3

2 )

Γ(α− λ+ 2)

×2F1

(
α+ µ+ 3

2 α− µ+ 3
2

α− λ+ 2

∣∣∣∣12 − s

q

)
,

using the first part of 7.621.6 in Example 2.3. The application of formula 7.621.6
requires the conditions

(2.23) Re (α+ µ+ 3
2 ) > 0, Re (α− µ+ 3

2 ) > 0 and

∣∣∣∣12 − s

q

∣∣∣∣ < 1.

The last condition is more restrictive than the conditions given for the present en-

try. This can be relaxed to Re
(
s
q

)
> − 1

2 ; that is, Re (s) > − q2 using (1.11). This

shows that the integrand behaves like e−(s/q+1/2)x at infinity. Convergence requires
the stated restriction Re (s/q + 1/2) > 0. The final form of the answer can now be
produced by using Pfaff’s transformation.

The special case α = ν − 1, s = 1
2 and q = 1 produces

(2.24)

∫ ∞
0

e−x/2xν−1Wκ,µ(x) dx =
Γ
(
ν + 1

2 − µ
)

Γ
(
ν + 1

2 + µ
)

Γ(ν − κ+ 1)
.
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This is Entry 7.621.11. Observe that, given the specialized parameters, the hyperge-
ometric term in 7.621.3 reduces to 1.

Example 2.7. Entry 7.621.7 is evaluated next. This evaluation will show that
the answer stated in [2] contains a typo. The entry, as stated in the table, is

(2.25)

∫ ∞
0

e−
b
2xxν−1Mκ,µ(bx) dx =

Γ(1 + 2µ)Γ(κ− ν)Γ( 1
2 + µ+ ν)

Γ( 1
2 + µ+ κ)Γ( 1

2 + µ− ν)
bν ,

for Re (ν + µ+ 1
2 ) > 0 and Re (κ− ν) > 0.

Proof. Assume first that b > 0. Then∫ ∞
0

e−
b
2xxν−1Mκ,µ(bx) dx =

1

bν

∫ ∞
0

e−t/2tν−1Mκ,µ(t) dt

=
1

bν

∫ ∞
0

e−t/2tν−1tµ+
1
2 e−t/21F1(µ− κ+ 1

2 ; 2µ+ 1; t) dt

=
1

bµ

∫ ∞
0

e−tt(µ+ν+
1
2 )−1

1F1(µ− κ+ 1
2 ; 2µ+ 1; t) dt.

The convergence at t = 0 requires Re (µ+ ν + 1
2 ) > 0 and near infinity observe that

(2.26)

1F1(µ−κ+ 1
2 ; 2µ+1; t) ∼ Γ(2µ+ 1)

Γ(µ− κ+ 1
2 )
ett−κ−µ−

1
2

∞∑
n=0

(µ+ κ+ 1
2 )n(−µ+ κ+ 1

2 )n

n!
t−n.

Since the exponential factors cancel, the leading order term at infinity is tν−κ−1,
therefore convergence requires Re (κ− ν) > 0.

The evaluation of the integral is obtained using the first part of entry 7.621.4 in
Example 2.1. This gives

(2.27)
1

bµ

∫ ∞
0

e−tt(µ+ν+
1
2 )−1

1F1(µ− κ+ 1
2 ; 2µ+ 1; t) dt =

Γ(µ+ ν + 1
2 )

bν
2F1

(
µ− κ+ 1

2 µ+ ν + 1
2

2µ+ 1

∣∣∣∣1) .
The value of the hypergeometric function is obtained using Gauss formula

(2.28) 2F1

(
a b

c

∣∣∣∣1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)

valid for Re (c− a− b) > 0. In the case considered here, this condition becomes
Re (κ− ν) > 0 which is satisfied. To complete the evaluation, the restriction b > 0 is
now removed by analytic continuation.

The correct value of the entry is

(2.29)

∫ ∞
0

e−
b
2xxν−1Mκ,µ(bx) dx =

Γ(1 + 2µ)Γ(κ− ν)Γ( 1
2 + µ+ ν)

Γ( 1
2 + µ+ κ)Γ( 1

2 + µ− ν)
b−ν ,

i.e., the exponent of the parameter b has an error in (2.25).
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Example 2.8. Entry 7.621.8 states that, for Re (µ+ 1
2 ) > 0 and Re (s) > 1

2 ,

(2.30)

∫ ∞
0

e−sxMκ,µ(x)
dx

x
=

2Γ(1 + 2µ)

Γ( 1
2 + µ+ κ)

e−πiκ
(
s− 1

2

s+ 1
2

)κ/2
Qκ
µ− 1

2

(2s).

Proof. Start by using the definition of Mκ,µ(x) to obtain

(2.31)

∫ ∞
0

e−sxMκ,µ(x)
dx

x
=

∫ ∞
0

e−(s+
1
2 )xxµ−

1
2 1F1(µ− κ+ 1

2 ; 2µ+ 1;x) dx.

The behavior of the integrand at 0 requires Re (µ+ 1
2 ) > 0 and at infinity Re (s) > 1

2 .

To produce the evaluation of this entry, assume first
∣∣s− 1

2

∣∣ > 1, in order to use the

second part of 7.621.4 in Example 2.1, with s 7→ s+ 1
2 , b 7→ µ+ 1

2 , k = 1, a 7→ µ−κ+ 1
2

and c = 2µ+ 1. This produces
(2.32)∫ ∞

0

e−sxMκ,µ(x)
dx

x
= Γ(µ+ 1

2 )(s− 1
2 )−µ−

1
2 2F1

(
µ+ κ+ 1

2 µ+ 1
2

2µ+ 1

∣∣∣∣ 2

1− 2s

)
.

Now use the transformation [1, p. 127, equation (3.1.7)]

(2.33) 2F1

(
a b

2a

∣∣∣∣x) =
(

1− x

2

)−b
2F1

(
b
2

b+1
2

a+ 1
2

∣∣∣∣( x

2− x

)2
)

with a 7→ µ+ 1
2 , b 7→ µ+ κ+ 1

2 and x = 2/(1− 2s) to obtain

(2.34)

∫ ∞
0

e−sxMκ,µ(x)
dx

x

= Γ(µ+ 1
2 )(s− 1

2 )κs−µ−κ−
1
2 2F1

( 1
2 (µ+ κ+ 1

2 ) 1
2 (µ+ κ+ 3

2 )

µ+ 1

∣∣∣∣ 1

4s2

)
.

The duplication formula for the gamma function

(2.35) Γ(2u) =
22u−1

√
π

Γ(u)Γ(u+ 1
2 )

(entry 8.335.1 in [2]) to obtain

(2.36)

∫ ∞
0

e−sxMκ,µ(x)
dx

x

=
2Γ(2µ+ 1)e−iπκ

Γ(µ+ κ+ 1
2 )

(
s− 1

2

s+ 1
2

)κ/2

√
πeiπκΓ(µ+ κ+ 1

2 )

2µ+
1
2 Γ(µ+ 1)

(4s2 − 1)κ/2(2s)−(µ− 1
2 )−κ−1

2F1

( 1
2 (µ+ κ+ 1

2 ) 1
2 (µ+ κ+ 3

2 )

µ+ 1

∣∣∣∣ 1

4s2

) .

The convergence of the hypergeometric term requires |s| > 1
2 . But, as it has been

stated before, the convergence of the integral requires a more restrictive condition
Re (s) > 1

2 .
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The function Qκµ(s) is called the associated Legendre function of the second kind
and is defined in entry 8.703 of [2, p. 959] as
(2.37)

Qµν (z) =
eiπµΓ(ν + µ+ 1)Γ

(
1
2

)
2ν+1Γ(ν + 3

2 )
(z2−1)µ/2z−ν−µ−1

2F1

(
1
2 (µ+ ν + 2) 1

2 (µ+ ν + 1)

ν + 3
2

∣∣∣∣ 1

z2

)
.

Example 2.9. Entry 7.621.9 states that

(2.38)

∫ ∞
0

e−sxWκ,µ(x)
dx

x
=

π

cos
(
πµ
2

) (s− 1
2

s+ 1
2

)κ/2
Pκ
µ− 1

2

(2s)

for Re
(

1
2 ± µ

)
> 0, Re (s) > − 1

2 . The function Pµν (z) is defined in Entry 8.702 of [2]
by

(2.39) Pµν (z) =
1

Γ(1− µ)

(
z + 1

z − 1

)µ/2
2F1

(
−ν ν + 1

1− µ

∣∣∣∣1− z2

)
.

Proof. Start with the expression

(2.40) Wκ,µ(x) = e−x/2xµ+
1
2 Ψ(µ− κ+ 1

2 ; 2µ+ 1;x)

to obtain

(2.41)

∫ ∞
0

e−sxWκ,µ(x)
dx

x
=

∫ ∞
0

e−(s+
1
2 )xx(µ+

1
2 )−1Ψ(µ− κ+ 1

2 ; 2µ+ 1;x) dx.

The convergence of the integral at the origin requires Re (µ) > − 1
2 and convergence

at infinity requires Re (s) > − 1
2 .

The first formula in Entry 7.621.6 shows that

(2.42)

∫ ∞
0

e−(s+
1
2 )xx(µ+

1
2 )−1Ψ(µ− κ+ 1

2 ; 2µ+ 1;x) dx =

Γ
(

1
2 + µ

)
Γ
(

1
2 − µ

)
Γ(1− κ)

2F1

( 1
2 + µ 1

2 − µ
1− κ

∣∣∣∣12 − s
)
.

The conditions on 7.621.6 require the restriction Re (µ) < 1
2 .

The expression (2.42) can be written in the form (2.38) by using the elementary
identity

(2.43) Γ
(

1
2 + µ

)
Γ
(

1
2 − µ

)
=

π

cosπµ
, µ− 1

2 6∈ Z,

that appears as Entry 8.334.2 in [2].

Example 2.10. Entry 7.621.10 is

(2.44)

∫ ∞
0

xκ+2µ−1e−3x/2Wκ,µ(x) dx =
Γ(κ+ µ+ 1

2 ) Γ
[

1
4 (2κ+ 6µ+ 5)

]
(κ+ 3µ+ 1

2 ) Γ
[

1
4 (2µ− 2κ+ 3)

]
under the conditions Re (k + µ) > − 1

2 , Re (k + 3µ) > − 1
2 .
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As usual, the conditions on the parameters can be established by examining the
convergence of the integral. The proof begins with
(2.45)∫ ∞

0

xκ+2µ−1e−3x/2Wκ,µ(x) dx = e−2xx(3µ+κ+
1
2 )−1Ψ

(
µ− κ+ 1

2 ; 2µ+ 1;x
)
dx

The first part of Entry 7.621.6 gives the value of the integral as

(2.46)
Γ(3µ+ κ+ 1

2 ) Γ(µ+ κ+ 1
2 )

Γ(2µ+ 1)
2F1

(
3µ+ κ+ 1

2 µ+ κ+ 1
2

1 + 2µ

∣∣∣∣−1

)
.

The form of the answer given in [2] is obtained by using Kummer’s theorem (see
Rainville [3, p. 68]

(2.47) 2F1

(
a b

a− b+ 1

∣∣∣∣−1

)
=

Γ(a− b+ 1)Γ(1 + a
2 )

Γ(1 + a
2 − b) Γ(1 + a)

.

Example 2.11. The final entry established here is 7.621.12. It states that, for
Re
(
ν + 1

2 ± µ
)
> 0 and Re (κ+ ν) < 0,

(2.48)

∫ ∞
0

ex/2xν−1Wκ,µ(x) dx =
Γ(−κ− µ) Γ

(
1
2 + µ+ ν

)
Γ
(

1
2 − µ+ ν

)
Γ
(

1
2 − µ− κ

)
Γ
(

1
2 + µ− κ

) .

The evaluation comes directly from Entry 7.612.2. The convergence at x = 0 requires
Re
(
ν + µ+ 1

2

)
> 0 and at infinity ψ(µ−κ+ 1

2 ; 2µ+1;x) ∼ x−µ+κ−1/2 and this shows

that the integrand is asymptotic to xν+κ−1. Therefore Re (κ+ ν) < 0 is needed for
convergence.
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