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Valparáıso, Chile
ISSN 0716-8446
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Uniqueness Theorem for Hilbert Transform for Boehmians

Abhishek Singh

Abstract. In this paper a uniqueness theorem is proved for the Hilbert transform

for the Boehmians of analytic function by using a relation between the Hilbert

transform and the Fourier transform. Hilbert transform of Boehmians of analytic
type is also discussed.

1. Introduction

Hilbert transform occurs in many branches of pure and applied mathematics.
The transform plays an important role in Schwartz theory of distributions (general-
ized functions) [10]. The distributional Hilbert transformation is defined in terms of
analytic representations of distributions by Orton [9]. Most classes of generalized func-
tions are constructed analytically, see [13]. The most well-known space of generalized

functions is the space of distributions [13], denoted by D′
(R) (the space of continuous

linear functional on D(R)) while D(R) denotes the set of all complex-valued infinitely
differentiable function on R having compact support. Boehmians (or the generalized
quotient spaces) is a generalization of generalized function (Schwartz theory of dis-
tributions). The construction of Boehmians was motivated by the concept of regular
operators, see [1], and given by Mikusiński [6]. Karunakaran [4] has extended the
Hilbert transform to the Boehmian space and studied its properties. The Hilbert
transform becomes a continuous linear map from one space of Boehmians into an-
other in contrast to other integral transform of Boehmians wherein the image of these
transforms are classical distributions or analytic functions. Nemzer [8] constructed a
subspace of Boehmians, called Boehmians of analytic type, which is said to possess a
uniqueness property. Singh et al. [12] developed this theory for the Mellin transform.
In the present paper using the technique of [8] and [12], respectively a uniqueness
theorem for Hilbert transform for Boehmians of analytic functions is obtained and
further the Hilbert transform of analytic Boehmians is discussed.

Let the set of all real analytic functions on a given set p is denoted by Cw(p).
Then for any open set U : Ω ⊆ C, the set A(Ω) of all analytic functions U : Ω → C
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is a Fréchet space with respect to the uniform convergence on compact sets. The
boundary-value theory of analytic function in the unit disk has always been a rich
area in term of its interesting mathematical problems.

If an analytic function f(z) is bounded in the unit disc D, then it has the unique-
ness property that if limr→1 f(reiθ) = 0 on a set of positive measure on the unit

circle S
′
, which implies f(z) to be identically zero, where the radial limit F (reiψ) =

limh→1 f(heiθ) = 0, almost everywhere on S
′
. Riesz [11] showed that any bounded

analytic function in D has the uniqueness property.
Let S

′
denote the unit circle, C(S

′
) is the collection of continuous complex valued

function of S
′
. By CN (S

′
) we mean collection of sequence of continuous complex

valued function on S
′
. The definition for the Hilbert transform of periodic function

contains the period 2π, see [5]. No distinction is made between a function on S
′

and a

2π−periodic function on the real line R. The convolution of two functions f, g ∈ C(S
′
),

denoted by f ∗ g, is defined by

(1.1) (f ∗ g)(x) =
1

2π

∫ π

−π
f(x− t)g(t)dt, x ∈ [−π, π].

The nth Fourier coefficient of f ∈ C(S
′
) is defined by [7]:

cn(f) =
1

2π

∫ π

−π
f(x)e−inxdx.

Let G is linear space, i.e., G = C∞(R), which is also considered as a quasi-
normed space that is equipped with the topology of uniform convergence on compact
set S ∈ D(R), and ∆ be the class of sequence from D which satisfies the following
conditions
(i) 1

2π

∫ π
−π δn(x)dx = 1 for all n ∈ N

(ii) suppδn ⊆ (−εn, εn), where εn → 0 as n→∞,
where δn is a delta sequence (a sequence of continuous non-negative functions).

A pair of sequence (fn, δn), denoted by fn
δn

, is called quotient of sequence, if

A = {({fn}, {δn}) : fk ∗ δn = fn ∗ δk for all n, k ∈ N} ,

where fn ∈ C(R), n = 1, 2, ..., and A ⊆ CN(S
′
)×∆.

Two quotients of sequences fn
δn

and gn
σn

are called equivalent if fn ∗ σm = gm ∗ δn
for all m,n ∈ N, which is said to be an equivalence relation on A.

The equivalence classes are called periodic Boehmians [7], defined by

(1.2) B =

{[
{fn}
{δn}

]
: ({fn}, {δn}) ∈ A

}
.

The natural addition, multiplication and scalar multiplication on B imply

(1.3)
fn
δn

+
gn
σn

=
(fn ∗ σn + gn ∗ δn)

δn ∗ σn

(1.4)
fn
δn
∗ gn
σn

=
(fn ∗ gn)

δn ∗ σn
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(1.5) α

(
fn
δn

)
=
αfn
δn

where α is a complex number and B becomes a commutative algebra with identity
δ = δn

δn
.

2. Uniqueness theorem for Hilbert transform for Boehmians of analytic
functions

Definition 2.1. [10] Let f(t) be a periodic function with period 2τ which is Lp

integrable over the interval [−τ, τ ]. Then the Hilbert transform of (Hf)(x) of f(t) is
given by

(2.1) (Hf)(x) = f̃(x) =
1

π
lim
N→∞

∫ N

−N

f(t)

x− t
dt =

1

2τ
(P )

∫ τ

−τ
f(x− t) cot(

tπ

2τ
)dt

for almost all x ∈ R, where P is the principal value of the integral.
The Hilbert transform f̃ of any f ∈ P ′

2τ is defined as a functional by

(2.2) 〈f̃ , θ〉 = 〈−f, θ̃〉, (θ ∈ P2τ ).

Note 2.1. Here the testing function space P2τ is defined as the space of all smooth
functions with period 2τ and P

′

2τ denotes the dual of P2τ with its weak∗ topology.

In [10] it is proved that the Hilbert transform of any element in P2τ exists and is
also in P2τ . It is clear that the Hilbert transform is linear on P2τ and it is also proved
that the Hilbert transform of any element in P

′

2τ belongs to P
′

2τ . It is clear that the

Hilbert transform in linear on P
′

2τ . The following Lemmas can easily be proved [10].

Lemma 2.1. If ϕ ∈ P2τ and x ∈ R then (τxϕ̌)̃ = −τx(ϕ̃)ˇ. In particular, (ϕ̌)̃ =
−(ϕ̃)ˇ.

Lemma 2.2. If f ∈ P2τ and ϕ ∈ R then (f ∗ ϕ)̃ = (f̃) ∗ ϕ = f ∗ (ϕ̃) in P2τ .

Lemma 2.3. If f ∈ P ′

2τ and ϕ ∈ R then (f ∗ ϕ)̃ = (f̃) ∗ ϕ = f ∗ (ϕ̃) in P2τ .

The Hilbert transform of compactly supported distribution u (an element of the

dual ε
′

of ε = C∞(R)) is usually defined as an analytic function as follows. Let z
belongs to the complement of the support of u and let α(t) ∈ C∞(R) be such that
in neighbourhood of the support of u, α(t) = 1 and α(t) = 0 for sufficiently large t.
Then the Hilbert transform of u is defined by

(f̃)(x) =

〈
f(t),

α(t)

t− x

〉
.

It is defined [2, 3] that this is an analytic function of z ∈ C \supp u.
The classical relation between Fourier transform and the Hilbert transform [10,

pp. 125-130], is given by

(2.3) [
ˆ̃
φ](x) = i πsgn(x)[φ̂](x), ∀φ ∈ S,
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where sgn is the signum function:

sgn x =

 +1, x > 0
0, x = 0
−1, x < 0.

Further, if f is a periodic function, then the kth coefficient f̃(k) of f is given by,

ck(Hf) = ck(f̃) = iπ sgn(k)(f̂).

Lemma 2.4. Let F = [ fnϕn
] ∈ B. Then for each k, the sequence {ck(f̃n)}∞n=1

converges.

Proof. Let k ∈ Z. Since {ϕw}∞w=1 is a delta sequence, there exists a w ∈ N such
that ϕ̃w(k) 6= 0. Now

ck(f̃n) = ck(f̃n)
ϕ̂w(k)

ϕ̂w(k)

= iπsgn(k)
(fn ∗ ϕw)ˆ(k)

ϕ̂w(k)

= iπsgn(k)
(fw ∗ ϕn)ˆ(k)

ϕ̂w(k)
i.e.

= iπsgn(k)
(f̂w(k))

ϕ̂w(k)
.ϕ̂n(k)

−→ iπsgn(k)
(f̂w(k))

ϕ̂w(k)
, as n→∞.

Thus the lemma is proved. �

Definition 2.2. Let F = [ fnϕn
] ∈ B. Then the kth Hilbert coefficient of f is

defined by

(2.4) ck(f̃) = lim
n→∞

ck(f̃n).

Definition 2.3. A Boehmian F is said to be zero on an open set Ω, denote by
F = 0 on Ω, if there exist a delta sequence {δn} such that F ∗ δn ∈ C(S

′
) for all n ∈ N

and F ∗ δn → 0 uniformly on compact subset of Ω as n→∞.

Definition 2.4. A Boehmian F = [ fnϕn
] ∈ B is said to be of analytic type if

F̃ (k) = 0 for k = −1,−2, ....

Theorem 2.2. If F = [ fnϕn
] ∈ B be a Boehmian of analytic type and F̃ (k) denotes

its Hilbert transform such that F = 0 on some open arc Ω, then F ≡ 0.

Proof. Let F ∈ B be a analytic type such that F = 0 on Ω. Since F̃ (n) = 0 for
n = −1,−2, ..., while for each n

(2.5) f̃n(k) = F̃ (k)δn(k) = 0 for k = −1,−2, ....

Invoking the Definition of Boehmians, fn ∗ ϕω = fω ∗ ϕn for all n, ω ∈ N, we have

(2.6) fn = fn − (fn ∗ δω) + (fn ∗ δω), for all n, ω ∈ N.
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Since {δn} is a delta sequence, for each ω, (fn ∗ δω) → fn uniformly on T as
ω → ∞. Let J be any closed subinterval on Ω. Then there exist a closed interval I,
for an α > 0, J ⊂ I ⊂ Ω, and (−α, α) + J ⊆ I. Also there exists an n0 ∈ N such that
supp δn ⊆ (−α, α), for all n > n0. Let no be any fixed integer, n > n0. Then for all
ω > ω0, let ε > 0. Since fω → 0 uniformly on I as ω →∞, there exist a ω0 ∈ N such
that for all ω > ω0, |fω(x)| < ε for all x ∈ I. Then

|(fn ∗ δω)(x)| = |(fω ∗ δn)(x)|

6
1

2π

∫ α

−α
|fω(x− t)|δn(t)dt

6
ε

2π

∫ α

−α
δn(t)dt = ε, for all x ∈ J.

(2.7)

Therefore, (fn ∗ δω) → 0 uniformly on J as ω → ∞, for each n > n0. By combining
(2.5), (2.6) and (2.7), we see that for each n > n0, fn vanishes on J . This completes
the proof of the theorem. �

3. Analytic Boehmian and Hilbert transform

A Boehmian space consists of analytic functions in the open unit disc D of C,
called analytic Boehmians, defined by

(3.1) A =

{
f(z) =

∞∑
k=0

akz
k : |ak| 6 Ce−λω(k) ∀k ∈ N, and for each λ > 0

}
.

We also take the multiplication in G as the Hadamard product is defined by

∞∑
k=0

akz
k ?

∞∑
k=0

bkz
k =

∞∑
k=0

(ak.bk)zk.

The Hilbert transform of an periodic function f(t) which is the uniform limit of the
sequence of trigonometric polynomial

fn(t) =

n∑
m=1

ame
λmti

may be defined by

(3.2) (f̃)(x) = lim
n→∞

(f̃n(t)) =

∞∑
m=1

−ami sgn(λm)eλmxi

provided the limit exists.
In [15] it has been shown that if f is periodic function with period 2π and of

bounded variation then its Fourier series and the corresponding conjugate Fourier
series are related by Hilbert transform, i.e., if

f(x) =
a0

2
+

∞∑
n=1

(an cosnx+ bn sinnx)
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g(x) =

∞∑
n=1

(an sinnx− bn cosnx)

then

(3.3) g(x) =
1

2π
(P )

∫ π

−π
f(t) cot

x− t
2

dt =
1

2π
(P )

∫ π

−π
f(x− t) cot

t

2
dt.

In fact it is proved in [15] that the Fourier series of f(x) converges to f(x) iff the
integral in (3.3) converges. It is true that if fn is the partial sum of the Fourier series
on f(x) and gn(x) is the partial sum of the corresponding conjugate Fourier series

then f̃n(x) = gn(x) and that

lim
n→∞

gn(x) = lim
n→∞

f̃n(x)⇒ g(x) = (f̃)(x).

Thus, for this class of periodic function we have

Dkf̃ = (Dkf)˜

and also

〈f̃ , ϕ〉 = 〈f,−ϕ̃〉, ∀ϕ ∈ S.

Definition 3.1. Let X = ({fk}, {φk}) ∈ B. The Hilbert coefficient of X, is

defined by ck(X̃) = limk→∞ iπsgn(k)(f̂k).

Definition 3.2. A sequence {Xn} in B is said to δ-converge to some X ∈ B,

denoted by {Xn}
δ−→ X as n → ∞ if there exists a sequence {φk} ∈ ∆ such that

Xn ∗φk, X ∗φk ∈ L1(S′)(n, k ∈ N) and Xn ∗φk → X ∗φk ∈ L1(S′) as n→∞ for each
fixed k.

Theorem 3.1. Let T be a Schwartz distribution exist trigonometric series∑m
n=1 ane

λnti which converges in the weak distribution sense to T and that the kth

order distribution T is given by DkT =
∑m
n=1 an(λni)

keλnti. Also, let f ∈ ζ (class of
all analytic functions defined in the open unit disc D). Then there exists a sequence

{Sm} in A and X ∈ B such that Sm → f in ζ and DkT
δ−→ X in B as m→∞.

Proof. Let f(z) =
∑m
n=0 anz

n ∈ ζ with
∑m
n=0 |an| <∞. For each m ∈ N, define

Sm(z) =

m∑
n=0

anz
n, z ∈ D.
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Then obviously Sm ∈ A and Sm → f in ζ as m → ∞. Also T =
∑m
n=1 ane

λnti. By
convolution of two functions we have

(T ∗ fk)(t) =
1

2π

∫ π

−π
T (t− η)fk(η)dη

=
1

2π

∫ π

−π

m∑
n=0

ane
iλn(t−η)fk(η)dη

=
1

2π

∫ π

−π

m∑
n=0

ane
iλnte−iλn(η)fk(η)dη

=

m∑
n=0

ane
iλntf̂k(λn)

=
i

sgn(λn)
lim
n→∞

(f̃n(t))f̂k(λn). (by (3.2))

Define gk(t) =
∑m
n=0 ane

iλn(t)f̂k(λn) ∈ L1(S′). By choosing

f̂k(λn) =


(

1 +
|λn|
k + 1

)
, for |λn| 6 k

0, otherwise,

we can easily prove that for each k, T ∗ fk →
∑m
n=0 ane

iλn(t) ∈ L1(S′) as m→∞ and

({gk}, {fk}) ∈ A. Therefore, if we take X = ({gk}, {fk}) ∈ B, by definition Sm
δ−→ X

in B as m→∞.
This completes the proof of the Theorem. �
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[13] L. Schwartz, Théorie des Distributions, 2 Vols., Hermann, Paris (1950, 1951), Vol. I and II are
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